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Abstract  
In recent years considerable effort s has been 

devoted to applying pattern recognition techniques to the 

complex task of data analysis in drug research. Artificial 

neural network is a branch of artificial Intelligence (AI). This 

is one of the most successful techniques used to find out non-

linear regression among the properties of any entity. The 

non-linear regression helps in deciphering the hidden 

relationships among the various properties of an entity. 

Artificial neural network methodology is a modeling method 

with great ability to adapt to a new situation or control an 

unknown system, using data acquired in previous experiment 

The neural network can be considered as a tool for molecular 

data analysis and interpretation. Analysis by neural networks 

improve the classification accuracy, data quantification and 

reduce the number of analogues necessary for correct 

classification of biological active compounds. The 

experimental results verify these characteristics and show 

that the back propagation model practical classifier for 

pattern recognition system. Artificial neural network are 

being developed for many medical applications system , The 

back propagation neural network is widely used in the field of 

pattern recognition because this artificial neural network can 

classify complex pattern and perform nontrivial mapping 

function. Neural network are used in pattern recognition 

because of their ability to learn and to store knowledge e 

Because of their parallel nature can achieve, artificial neural 

network can achieve very high computation rates which is 

vital in application like telemedicine. In this paper the 

emphasis is to use “Pattern Recognition Neural Network. 

Number of workers at various laboratories are working in 

this direction. In present study, an effort is being made to 

prepare the logical assembling of the various advanced 

methods which will be circulating around the Artificial 

Neural Network. It is reported that drug industries need the 

fast screening of chemical molecule to determine drug like 

properties in molecules. l help the drug design scientist to 

select the correct molecules for synthesis as otherwise it takes 

13 to 14 years to finalize the molecule having drug like 

properties.  
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1. Introduction  
 

An Artificial Neural Network (ANN) is 

an information processing paradigm that is 

inspired by the way biological nervous systems, 

such as the brain, process information. The key 

element of this paradigm is the novel structure of 

the information processing system. It is 

composed of a large number of highly 

interconnected processing elements (neurons) 

working in unison to solve specific problems. 

ANNs, like people, learn by example. An ANN 

is configured for a specific application, such as 

pattern recognition or data classification, through 

a learning process. Learning in biological 

systems involves adjustments to the synaptic 

connections that exist between the neurons. This 

is true of ANNs as well.  

Neural network simulations appear to be 

a recent development. However, this field was 

established before the advent of computers, and 

has survived at least one major setback and 

several eras.  

Many important advances have been 

boosted by the use of inexpensive computer 

emulations. Following an initial period of 

enthusiasm, the field survived a period of 

frustration and disrepute. During this period 

when funding and professional support was 

minimal, important advances were made by 

relatively few researchers. These pioneers were 

able to develop convincing technology  

Which surpassed the limitations 

identified by Minsky and Papert. Minsky and 

Papert, published a book (in 1969) in which they 

summed up a general feeling of frustration 

(against neural networks) among researchers, 

and was thus accepted by most without further 

analysis. Currently, the neural network field 

enjoys a resurgence of interest and a 

corresponding increase in funding.  

Neural networks, with their remarkable 

ability to derive meaning from complicated or 

imprecise data, can be used to extract patterns 

and detect trends that are too complex to be 

noticed by either humans or other computer 

techniques. A trained neural network can be 

thought of as an "expert" in the category of 

information it has been given to analyze. This 

expert can then be used to provide projections 
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given new situations of interest and answer 

"what if" questions.  

 

2. Back propagation learning algorithm  
Back-propagation is a supervised 

learning technique used for training artificial 

neural networks. It was first described by Paul 

Werbos in 1974, and further developed by David 

E. Rumelhart, Geoffrey E. Hinton and Ronald J. 

Williams in 1986.  

As the algorithm's name implies, the 

errors (and therefore the learning) propagate 

backwards from the output nodes to the inner 

nodes. So technically speaking, back-

propagation is used to calculate the gradient of 

the error of the network with respect to the 

network's modifiable weights. This gradient is 

almost always then used in a simple stochastic 

gradient descent algorithm to find weights that 

minimize the error. Often the term "back-

propagation" is used in a more general sense, to 

refer to the entire procedure encompassing both 

the calculation of the gradient and its use in 

stochastic gradient descent.  

The Back propagation algorithm has been 

widely used as a learning algorithm in feed 

forward multiplayer neural networks. The Back 

propagation is applied to feed forward ANN with 

one or more hidden layers.  

 

 

 

 

 

 

 

Fig 1. Feed forward Multiplayer Perceptron  

 

Based on the algorithm, the network 

learns a distributed associative map between the 

input and output layers.  

This algorithm is different than others in 

the way in which the weights are calculated 

during the learning phase of the network. In 

general, the difficulty with multiplayer 

perceptions is calculating the weight of hidden 

layers in an efficient way that result in the least 

output error; the more hidden layers there are , 

the more difficult it becomes. To updates the 

weights, one must calculate the error. At the 

output layer the error will easily measured; this 

is the difference between the actual and desired 

output at the hidden layers, however there is no 

direct observation of the error. Hence some other 

technique must be used to calculate an error at 

the hidden layers that will cause minimization of 

the output error, as this is the goal.  

In order to train a neural network to 

perform some task, we must adjust the weights 

of each unit in such a way that the error between 

the desired output and the actual output is 

reduced. This process requires that the neural 

network compute the error derivative of the 

weights (EW). In other words, it must calculate 

how the error changes as each weight is 

increased or decreased slightly. The back 

propagation algorithm is the most widely used 

method for determining the EW.  

The steps as follows:  

 

 
 

1. Compute how fast the error changes as the 

activity of an output unit is changed. This error 

derivative (EA) is the difference between the 

actual and the desired activity.  

2. Compute how fast the error changes as the 

total input received by an output unit is changed. 

This quantity (EI) is the answer from step 1 

multiplied by the rate at which the output of a 

unit changes as its total input is changed. 

 
3. Compute how fast the error changes as a 

weight on the connection into an output unit is 

changed. This quantity (EW) is the answer from 

step 2 multiplied by the activity level of the unit 

from which the connection emanates. 
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4. Compute how fast the error changes as the 

activity of a unit in the previous layer is changed. 

This crucial step allows back propagation to be 

applied to multilayer networks. When the 

activity of a unit in the previous layer changes, it 

affects the activities of all the output units to 

which it is connected. So to compute the overall 

effect on the error, we add together all these 

separate effects on output units. But each effect 

is simple to calculate. It is the answer in step 2 

multiplied by the weight on the connection to 

that output unit. 

 
By using steps 2 and 4, we can convert 

the EAs of one layer of units into EAs for the 

previous layer. This procedure can be repeated to 

get the EAs for as many previous layers as 

desired. Once we know the EA of a unit, we can 

use steps 2 and 3 to compute the EWs on its 

incoming connections.  

3. Pattern Recognition  
An important application of neural 

networks is pattern recognition. Pattern 

recognition can be implemented by using a feed-

forward (figure 3) neural network that has been 

trained accordingly. During training, the network 

is trained to associate outputs with input patterns. 

When the network is used, it identifies the input 

pattern and tries to output the associated output 

pattern. The power of neural networks comes to 

life when a pattern that has no output associated 

with it, is given as an input. In this case, the 

network gives the output that corresponds to a 

taught input pattern that is least different from 

the given pattern  

Fig2: Feed-forward ANN for pattern 

recognition.  

4. 3D Molecular structure  

Numerous theoretical methods in the 

field of computational chemistry fall back on the 

availability of 3D structures of compounds. 

Determine molecular structure without human 

interaction is an essential components of this 

pattern recognition technique. The efficiency of 

3D structure based on high throughput screening 

tools. This can be done by molecular mechanics 

technique. Following figure is the sample of 3D 

molecule.  

Fig 3: 3D structure of sample  

5. Objective  
To understand the ANN methodology to 

solve non-linear regration problems. To prepare 

program for back propagation neural network 

using the concept of system analysis and design. 

To test the prepared program using “X-OR” 

logic, and validate model. Study the anti-cancer 

drugs, and design the ANN network for it. To 

check the new molecules for anti-cancer 

properties.  

6. Proposed Scheme  
The stepwise process of using ANN to 

map anti-cancer drugs is as follows: a) Select the 

list of anti-cancer drugs having certain common 

geometry. In the present study “Alkaline type of 

anti-cancer drugs are selected” .b) Prepare 3D 

structure of the drugs c) find the Molecular 

Electrostatic Potentials of the molecules. d) Find 

out the different parameters of anticancered 

drugs like log p value, energy level, capacity, 

etc. Store the value of that parameter. Generally 

40-50 drugs will be considered. That is used for 

learning the network. Prepare Back-Propagation 

ANN. e) Train the network. f) Use this trained 

network for the selection of unknown 

compounds as an anti-cancer agent. n) The 

prepared Back-propagation ANN can be used to 

select any new molecule as a anti-cancer 

molecules.  

Te different parameter will be 

considered, for Eg. Learning rate can be 1, 
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momentum term is 1, Error tolerance as 0.5, 

display iteration as 20, number of input layer, 

hidden layer, output layer.  

7. Test for validation  
Following are the procedures for testing 

the validation of software.  

In this procedure we are going to explain 

that how the Artificial neural network (ANN) 

solve the logical base XOR problem.  

1) The first step of program procedure is load the 

ANN software. In this step we have to specify 

the path where the complete program is saved.  

2) The input provided to the software, is in the 

form given below  

1 0 0 0 

2 0 1 1 

3 1 0 1 

4 1 1 0 

Here, the 1st column specifies the serial 

number.  

The two other columns specify the input 

to the ANN software. The fourth column 

specifies the output. This is stored in a file, 

which is the input file. Next, we create a test file 

in which the 1st and last columns are not 

specified. Because, this file is to test the system. 

Without giving the output. This file will be the 

unknown parameter.  

3) After loading the ANN system we have to 

give input file for learning. If the software is 

validated positively, it can be used to determine 

the anticancer properties in unknown compounds 

If the output result is validated then system is 

being trained successfully. This trained system is 

used to find out anticancer activity in unknown 

molecules  

The finally designed computer software 

will be tested with a known system and if found 

correct then use for identifying anticancer 

property in newly or existing chemical 

compounds.  

If the output result is validated then 

system is being trained successfully. This trained 

system is used to find out anticancer activity in 

unknown molecules.  

8. Experimental Result  
To solve the XOR problem we pass the 

parameters to software as  

C :> ann LEARN xor_1.txt xor_nt.txt 1 1 

0.5 2 0 2 3 1  

When this input is given to ANN 

software the following output is produce by 

ANN software. 

 

   

Now the network will learn. and note the 

error generated. And the network will be saved.  

 

The error is 0.1253, this error is being 

tolerated as 0.5 as we have shown given earlier 

in 

the syntax.  

After getting learned the network file will 

be created automatically by the software. It will 

create some weight which will be later used to 

test the network.  
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This is the network file created. It stores 

some weight between input node and hidden 

node. And also between hidden and output node. 

In this way the network is created.  

While testing the network a testing file is 

being given as input  

 

The value came after testing the network 

is very close to the expected. That is the output 

of  

0 0 should be 0 and  

0 1 should be 1  

By using ann output came  

0 0 0.113 

0 1 0.990 

This output is nearly exact to the real 

one.  

9. Conclusion  
Hence, we have concluded that, any 

unknown sample of data can be found out by the 

use of unsupervised, back propagation neural 

network, also. Can find the value very near to 

accurate. So, we performed the learning and 

testing of network using ANN and test the result 

using X-OR logic. And got the result for it 

successfully.  
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